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Bio-imaging generally indicates imaging techniques that acquire biological information from living forms.
Recently, the ability to detect, diagnose, and monitor pathological, physiological, and molecular dynamics is
in great demand, while scaling down the observing angle, achieving precise alignment, fast actuation, and a minia-
turized platform become key elements in next-generation optical imaging systems. Optofluidics, nominally merg-
ing optic and microfluidic technologies, is a relatively new research field, and it has drawn great attention since the
last decade. Given its abilities to manipulate both optic and fluidic functions/elements in the micro-/nanometer
regime, optofluidics shows great potential in bio-imaging to elevate our cognition in the subcellular and/or
molecular level. In this paper, we emphasize the development of optofluidics in bio-imaging, from individual
components to representative applications in a more modularized, systematic sense. Further, we expound our
expectations for the near future of the optofluidic imaging discipline. © 2019 Chinese Laser Press

https://doi.org/10.1364/PRJ.7.000532

1. INTRODUCTION

Imaging is defined as the representation or reproduction of an
object’s appearance and structure. Human beings perceive and
communicate with the world mostly based on vision, which nor-
mally uses light as the medium to convey and express informa-
tion. In the aspects of the developing pathology, physiology, and
therapeutics, people utilize a wide variety of imaging media/
modalities to harvest multidimensional parameters from living
organisms: from the metabolic and anatomical level (computed
tomography/magnetic resonance imaging/ultrasound) down to
the single-cell and even single biomolecular level [atomic force
microscopy (AFM)/fluorescent microscopy/electron microscopy]
[1–3]. Nowadays, together with optical techniques, bio-imaging
has not only enabled us to dig biological information deep inside
our bodies, but also revolutionized the way we understand, de-
tect, and treat diseases in different angles and dimensions.

Today, we are experiencing fast changes in personal health
management: from the present one-fits-all post-medical care to
targeted therapy based on genetics or molecular mechanisms in
different time frames [4]. Accordingly, the major task of imag-
ing techniques in biological research now relies on detecting,
diagnosing, and monitoring molecular dynamics in terms of
pathology and physiology, which will benefit early diagnosis,
prognosis, and disease monitoring [5]. Therefore, the most piv-
otal step is generating a customized imaging system that can
track the temporal/spatial distribution of targeted molecules
and interrogate their behavior at the cellular/subcellular level.
However, most anatomical imaging modalities have come close
to practical limits on spatial resolution. In fact, image quality

has improved so dramatically that any further increments may
prove to be of only marginal value. Also, the compatibility
between biological samples and imaging instruments is another
crucial concern, for example, electron microscopy and AFM
usually require complex sample preparation steps when they
are used to study biological samples.

To meet with such challenges, the so-called optofluidic tech-
nology has drawn much focus in recent years. Optofluidics,
namely, bridging “optics” and “microfluidics,” is capable of
manipulating light with on-chip fluidic processes, or using light
to control fluidic entities. However, recent efforts on optoflui-
dics have already pushed the technology forward and exceeded
its original definition. Nowadays, either using fluidic and op-
tical elements synergistically, or employing advanced optical/
photonic methods on a microfluidics platform to concretize
enhanced deployment, reliability, accuracy, and throughput,
especially in the on-chip aspect, can be defined as optofluidics
[6]. In the past decade, optofluidics-based flow cytometry [7,8],
interferometry [9], and Raman spectroscopy [10] proved their
potential in cell studies and molecular imaging. Benefiting from
advantages of microfluidics such as low consumption, micro-/
nanoscale sample manipulation, and compatibility with con-
sumer electronics, optofluidic imaging also offers various
scenarios in personalized medicine [5].

Previously published review papers either summarized the
working principles of specific optical components (e.g., laser
[11] and lens [12]), or illustrated applications of optofluidic
technologies in different areas (e.g., biosensors [13], on-chip
manipulation of cells [14]). However, regarding bio-imaging, few
papers have been dedicated to systematically discussing the
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implementation of optofluidics in the sense of composing a
compact imaging platform. Besides, the definition of optofluidic
imaging is sometimes confused with that of imaging with micro-
fluidic devices in some papers. Thus, it is needed to provide a
comprehensive demonstration of the evolution of optofluidic
bio-imaging. This paper starts with the composition of a basic
optofluidic imaging tool (e.g., laser, prism, switch, lens) for
innovative on-chip optical imaging methods, aiming to sketch
a blueprint of today’s optofluidic imaging systems. We further
demonstrate on-chip sample handling and imaging data acquis-
ition methods as extensions for a fully integrated optofluidic
system. Finally, we provide our perspective on optofluidic
bio-imaging, especially on how this technology will impact
modern biological studies.

2. OPTOFLUIDIC COMPONENTS

Back in the 18th century, the interaction of fluid and light had
already inspired the invention of the liquid mirror telescope,
which used a liquid to replace traditional optical components.
Although it sowed the seed for optofluidics, the term “optoflui-
dics” itself had not been exploited until the first decade of 2000s
[15]. Along with the development of microfluidic technologies,
researchers also improve lab-on-a-chip functionalities by incorpo-
rating optical components into the same system.Most solid-phase
optical components lack the capabilities of deformation and
position adjustment, as they are usually fixed in an integrated sys-
tem.On the contrary, fluid-based optical components can achieve
self-tunability, adaptivity, and precise alignment in the context of
optofluidic circuits. In the following years, the number of papers
regarding “optofluidics” experienced a boom with a wide variety
of applications such as bio-chemical sensors [13], bio-imaging
[16], energy production and harvesting [17], and on-chip
manipulation of cells [14,18].

Many research groups have presented a large collection of op-
tofluidic components for imaging. These optofluidic components
are categorized in terms of either their working mechanisms or
their functions similar to theirmacroscale counterparts (e.g., wave-
guide, lens, cavity) [19]. In 2013, Zhao et al. summarized four
major components, namely, an optofluidic laser, a prism, a switch,
and a lens, to compose an optofluidic system to fulfil the require-
ments of imaging [20]. In the same framework, we will present
the working principles of these optofluidic components, and
focus on their timely progresses and challenges in this section.

A. Optofluidic Lasers
The first-generation microfluidic laser based on a Fabry–Perot
resonator was developed by Whitesides’ group [21]. In this
work, fluorescence was constrained in the core flow of an op-
tofluidic waveguide. Both ends of the waveguide were coated
with a thin layer of gold, acting as reflecting mirrors. Therefore,
the fluorescence bounced back and forth and escaped from the
gold layer, forming a laser. The aspects of emission wavelength,
numerical aperture (NA), and absorbance of this laser system
can be configured by changing the dye/solvent composition
and the flow rates of the core/cladding layer. Further, an opto-
fluidic laser based on distributed-feedback (DFB) gratings was
proposed in Ref. [22]. As shown in Fig. 1(a), an SU-8 pattern
with a high refractive index (RI) (i.e., a DFB resonator) is

sandwiched between a cladding flow and a silicon dioxide layer.
The DFB grating has a relatively large surface area and allows
enhanced interaction of the evanescent tail with the upper
liquid gain medium, forming a surface-emitting optofluidic
laser via output coupling.

Although single-mode operation and a large tunable wave-
length range have been realized with the above two types of op-
tofluidic lasers, the relatively low Q factors (∼103) prevent them
from achieving low lasing thresholds [23]. As a comparison, an
optofluidic ring resonator (OFRR) laser system can achieve a high
Q factor; a schematic of an OFRR laser is shown in Fig. 1(b). The
system consists of two mismatched ring resonators and a liquid-
filled waveguide [24]. The lower ring is optically coupled with the
straight waveguide but physically disconnected. A water-based
medium with a fluorescent dye is filled into the structures.
Fluorescent light produced upon excitation is confined in the gain
medium because of the low-RI polydimethylsiloxane (PDMS)
sidewalls, and is emitted through the waveguide. The optical
coupling between the two OFRRs and the waveguide achieves
side-mode suppression and a Q factor of ∼108. To date, ring

Fig. 1. (a) DFB resonator-based optofluidic laser. (b) An optofluidic
ring resonator laser. (c) A rotatable optofluidic prism with beam positions
tuned by the electro-wetting effect. (d) Beam positions of the tunable
prism for 10 repeated cycles. Maximum tilt angle (pink crosses), spatial
average (blue triangles), and the smaller tilt angle (gray squares) are shown
in the figure. (a) Reproduced with permission [22], Copyright 2009,
American Institute of Physics. (b) Reproduced with permission [24],
Copyright 2011, American Institute of Physics. (c), (d) Reproduced with
permission [29], Copyright 2016, Optical Society of America.
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resonators have been exploited in many formats such as micro-
droplets [25], microknots [26], and microcapillaries [27], provid-
ing excellent optical feedback for low-threshold lasing.

B. Optofluidic Prisms
How to achieve accurate alignment among multiple optical
components is one of the main challenges when designing
an optofluidic system. The use of an optofluidic prism to
manipulate the light path would greatly alleviate such an inte-
gration issue. To this end, a configurable optofluidic prism was
reported in Ref. [28]. By converging three laminar flow streams
in a triangular chamber, the apex angle of the prism can be
adjusted by altering the flow rates of the streams. Thus, one
can steer the optical path in-plane due to refraction of light
at the interface of two fluids. Further explorations on optoflui-
dic prisms focus on system rotatability and robustness of optical
scanning. Zappe’s group developed a 360° rotatable optofluidic
prism, which enabled rotational beam scanning in 16 discrete
steps [Figs. 1(c) and 1(d)] [29]. A cylindrical fluidic chamber
comprising two immiscible liquids is wrapped with flexible
polymeric foils. Segmented electrodes are embedded in the foils.
Upon applying variable voltages over the electrodes, the local
contact angle of the liquid interface can be changed due to the
electro-wetting effect. In this device, the total number of beam
positions is determined by the number of electrodes, meaning
that more meticulous beam rotation can be achieved by using
more discrete electrodes.

C. Optofluidic Switches
As an important part of an optofluidic imaging system, optical
switches can modify light path and intensity [30,31]. A 2 × 2
optofluidic switch based on total internal reflection was pro-
posed by Campbell et al. [31]. The device was fabricated using
soft lithography, consisting of two distinct layers, which are sep-
arated by a thin PDMSmembrane with a low Young’s modulus
[Fig. 2(a)]. The upper layer is a fluidic layer containing a mirror
channel with two inlets (one for a low-RI medium and the
other for a high-RI medium), and the lower layer is a control

layer containing five pneumatic valves. These valves are used to
control the exchange of sample media in the mirror channel.
Upon illumination, the light beam can be transmitted or
reflected by tuning the RI of the medium in the mirror channel.
Huang’s group developed an acoustic-driven optofluidic switch
[32], which consists of a microfluidic channel that is sand-
wiched between air-filled cavities in PDMS. Deionized water
(RI of 1.33) and CaCl2 solution (RI of 1.42) are introduced
into the main channel. When the piezoelectric transducer is
turned off, the incident laser beam is reflected at the interface
between the PDMS (RI of 1.41) and deionized water
[Fig. 2(b)]. On the contrary, when the transducer is turned
on, the oscillating cavities mix the two media, and the incident
laser beam is transmitted through the microchannel since the
RI of the mixed solution is close to that of PDMS [Fig. 2(c)].

D. Optofluidic Lenses
As an essential component in optofluidic systems, lenses are used
to adjust the light intensity, beam profile, and light propagation
direction of the optical systems [33,34]. Optofluidic lenses can
be categorized into in-plane and out-of-plane lenses, depending
on the light propagation direction [12,19]. Yu et al. presented a
hydrodynamic out-of-plane optofluidic lens consisting of two
layers; this was fabricated by soft lithography and is shown in
Fig. 2(d) [35]. The lower layer contains a circular PDMS aspheri-
cal surface, which can effectively compensate for spherical aber-
ration and improve the optical quality. The upper layer, however,
is a PDMS elastic membrane. By controlling the injection pres-
sure in the microchannel, the surface contour of the upper layer
can be changed, and the focal length of the lens is adjusted
dynamically. Other approaches such as using stimuli-responsive
hydrogels [36], electrical tuning [37], and changing a medium’s
refractive index [38] have also been exploited to adjust the focal
length of out-of-plane optofluidic lenses.

Since the fabrication process of out-of-plane lenses is rela-
tively complex and the structures should be well aligned, their
applications in optofluidic systems are limited in many cases
[12,34]. In-plane optofluidic lenses, on the other hand, offer

Fig. 2. (a) Schematic of a three-layer optofluidic switch with four optical facets. The arrows show the directions of both incident and reflected/
transmitted laser beams. (b), (c) Working mechanism of an acoustic-driven optofluidic switch (b) without and (c) with acoustic excitation.
(d) Schematic of a liquid-filled out-of-plane lens. The inset illustrates the cross section of the device. (e) Schematic of an in-plane optofluidic
lens. The high-RI fluid medium forms a biconvex microlens that focuses the incident light. (f ), (g) Experimental images on (f ) the biconvex
microlens and (g) the biconcave microlens. (a) Reproduced with permission [31], Copyright 2004, American Institute of Physics.
(b), (c) Reproduced with permission [32], Copyright 2012, American Institute of Physics. (d) Reproduced with permission [35], Copyright
2010, Optical Society of America. (e)–(g) Reproduced with permission [41], Copyright 2017, Optical Society of America.
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more compatibility. The geometry of an in-plane optofluidic
lens can be changed to adjust its focal length by pneumatic
tuning [39], thermal driving [40], etc. Fang et al. presented
a hydrodynamic optofluidic lens [41] in which silicone oil
and CaCl2 solution can be injected into an expanded chamber
and used as the lens cladding and core layers [Fig. 2(e)], respec-
tively; the refractive index of the cladding streams is matched
with that of the device’s material to avoid light scattering.
By tuning the flow rates of the streams, the lens geometry
can be changed into the biconvex [Fig. 2(f )], plano, or bicon-
cave format [Fig. 2(g)]. The incident light can therefore be
converged, collimated, or diverged accordingly.

Interestingly, it has also been reported that biological mate-
rials such as cyanobacteria [42], diatoms [43], red blood cells
(RBCs) [44], and spider silks [45] also show the capability to
focus light into a confined region, acting as bio-microlenses.
Miccio et al. demonstrated using an RBC as an adaptive opto-
fluidic microlens to perform real-time, fine-resolution measure-
ment on chip [44]. Li et al. trapped living yeast and human cells
of spherical or disc shapes on a fiber probe to confine the
excitation light to a sub-wavelength region and achieve fluores-
cence enhancement [46].

As described above, optofluidic components have shown
great potential with respect to various on-chip optical processes.
It is envisioned that in the near future, all optical components,
as well as full functionalities, can be integrated into a single
chip. In terms of microscale imaging in an integrated platform,
such optofluidic components and their combinations have to
address several critical challenges. First, unlike solid-state opti-
cal elements, the physical properties of a liquid medium are
prone to be unstable and temperature-dependent, and any dis-
turbance such as heat dissipation would compromise the devi-
ce’s performance. Flow control is another concern whenever a
continuous liquid supply is required. In particular, most struc-
tural materials in microfluidic systems have refractive indices
very close to the RI range of the liquids, which hampers the
capability to tightly focus a light beam with a high NA. In other
words, it is extremely difficult to achieve imaging with high
resolution and high signal-to-noise ratios when using optoflui-
dic components. Therefore, the most recent research efforts on
optofluidic imaging have generally taken a new approach: es-
chewing optofluidic elements and focusing on methods for im-
age capture. These works will be discussed in the next section.

3. OPTOFLUIDIC IMAGING METHODS

As mentioned above, one can easily observe that the optofluidic
components still follow the original definition of optofluidics as
using fluids to manipulate optical mechanics. Yet from the per-
spective of an integrated imaging system, the assembly of indi-
vidual components and the use of novel image-capturing
methods form other important aspects of an optofluidic imag-
ing system. Such works are no longer constrained by the
original definition of optofluidics. In fact, as illustrated by the
authors in the Introduction section, either when there is syn-
ergy between the optical and fluidic domains of the system, or
when advanced optical/photonic methods are used to concret-
ize enhanced deployment, reliability, accuracy, and throughput
of the system, especially in the on-chip aspect, can it be defined

as an optofluidic system. In this section, we will demonstrate
recent activities on integrated optofluidic imaging systems in
two categories, namely, lens-based and lens-free schemes.

A. Lens-Based Optofluidic Imaging
Optical microscopy has revolutionized bio-imaging and is the
most investigated method to characterize biomolecules on-
chip. Thriving efforts have demonstrated a variety of modalities
applied in optofluidics, including bright-field and fluorescence
microscopy [47–49], phase-contrast microscopy [50], confocal
microscopy [51], differential interference contrast microscopy
[52], etc. Due to the lens structure in the imaging system, such
techniques are also referred to as lens-based imaging.

However, in terms of biomolecular imaging, lens-based
microscopy techniques have encountered three major obstacles.
(1) Bulky instruments. The bulky nature of conventional optical
microscopes restricts them from being widely integrated with
compact on-chip microfluidic/optofluidic devices. Miniaturizing
the whole microscopic system into a chip-size device still has a
long way to go. Laborious operation and high cost are also
negative factors, which compel the use of lens-based imaging
mainly in a laboratory environment by well-trained personnel.
(2) Diffraction-limited resolution. The wave nature of light im-
poses a limit on the resolution in conventional optical microscopy
with which one can resolve features of around half of the wave-
length of illumination, λ. This limitation on resolution hinders
the application of lens-based microscopy in subcellular or biomo-
lecular imaging, meaning nanofeatures such as exosomes [53],
proteins, and DNAs cannot be clearly resolved. However, these
objects are the keystone to map molecular dynamics in terms
of modern pathology and physiology. Current studies are con-
ducted as either sensing rather than imaging [54,55] or interrog-
ating a population of interest rather than a comprehensive
characterization of morphology at the single molecular level.
(3) Trade-off between field of view (FOV) and resolution of
the imaging system. To achieve simultaneous imaging of multiple
sections on a chip, an image sensor with a large FOV is required,
which typically means that a lens with a low NA is also used,
corresponding to a low spatial resolution. Hence, the demand
for high spatial resolution contradicts the total throughput of
the optical system. Recent innovations on advanced computa-
tional methods have made it possible to retrieve both high-
resolution and wide-field images [56,57].

Although super-resolution strategies such as stimulated
emission depletion microscopy [58], fluorescence photoactivation
localization microscopy [59], and stochastic optical reconstruction
microscopy [60] have achieved three-dimensional (3D) imaging
with resolution better than a few tens of nanometers, none has yet
been incorporated within an optofluidic system. As an alternative
approach, some researchers focus on providing richer information
and higher throughput while preserving the current resolution
and throughput. One remarkable example is light-sheet fluores-
cence microscopy (LSFM), also referred to as selective plane
illumination microscopy. Using a laser light sheet as planar
illumination, LSFM provides higher acquisition speed over an ex-
tended 3D sample than conventional point-illumination micros-
copy. Besides, with high sectioning capability (compared with
confocal microscopy), a large FOV, and rapid scanning speed
(compared with epifluorescence microscopy), as well as reduced
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photobleaching, LSFM has proven to be a strong 3D imaging
technique [61]. Bruns et al. first proposed combining LSFM with
fluidic devices [62]. Regmi et al. presented a PDMS chip to
perform sample delivery, where the chip was coupled to a cus-
tomized light-sheet microscope [63]. Later, efforts have been
dedicated to integrating both sample delivery functions and
optical components into a single chip. Deschout et al. proposed
a light-sheet generation unit on chip [Fig. 3(a)] [64], while
Paiè et al. achieved full integration of illumination and sample
scanning [Fig. 3(b)] [65]. The light sheet, generated with an op-
tofluidic cylindrical lens, was focused on a microfluidic channel
and allowed continuous imaging of cell spheroids [66]. Attempts
to use microfabricated components for planar illumination and
fluorescent light collection have also been demonstrated by
Zagato et al. [67] and Meddens et al. [68]. This implies the pos-
sibility to achieve super-resolution and single-object imaging on
a more compact and portable device in the near future. Bianco
et al. proposed an alternative method to employ the lens-based
approach on-chip [69]. As shown in Fig. 3(c), a diffraction gra-
ting is fabricated on the chip surface, which allows the extraction
of the reference wavefront directly from the object beam, thus
enabling the formation of hologram fringes. Thus, it can be used
to produce off-axis holograms from single-beam illumination.
The holograms are recorded with a CCD camera through an
objective lens, providing information of the sample.

B. Lens-Free Optofluidic Imaging
Advanced microelectronics and emerging computational
microscopy techniques have provided another scheme to bypass
the various limitations of conventional optical microscopy. In a
lens-free imaging setup, an image sensor (CMOS/CCD) is typ-
ically placed beneath the sample and used to record light trans-
mission pixel by pixel. By abandoning lens components, such a

lens-free (or lensless) scheme offers great possibilities to provide
a compact and non-diffraction-limited imaging technique with
a large FOV and shows great flexibility on the integration for-
mat. In the last decade, multiple lens-free on-chip microscope
modi have been proposed to perform imaging on microorgan-
isms [70] and cells [71], showing exciting breakthroughs in
point-of-care applications.

1. Lens-Free Optofluidic Microscope
A lens-free, on-chip microscope termed an “optofluidic
microscope (OFM)” was reported by Yang’s group in 2008.
Different from early imaging methods by simply placing a speci-
men on an image sensor, the OFM employs clever modification
to achieve much better resolution than the pixel size of the image
sensor. Using a nanofabrication process, a thin metal layer with
two aperture lines is embedded in the optofluidic device above a
CMOS sensor. Each aperture (<1 μm) is aligned on top of one
CMOS pixel, forming two parallel lines running across the
CMOS sensor with a slight diagonal from the channel direction
[Fig. 4(a)] [16]. Upon illumination, the CMOS pixels collect
light transmission signals when the specimen translates over
the apertures. Therefore, the resolution of the imaging system
is no longer governed by the pixel size of the CMOS sensor,
which is normally larger than 1 μm (such as the ones used in
smartphone cameras), but is determined by the aperture size.
The latter can be easily shrunk down to a few tens of nanometers
with modern nanofabrication methods [72]. In addition, the
CMOS sensor can be replaced with a CCD imager with a large
pixel size, high pixel counts, and low optical noise for better im-
age quality [73]. The OFMwas first used to image the nematode
Caenorhabditis elegans, as shown in Fig. 4(b). Later, with DC
electrokinetics and innovative microfluidic designs, spherical/
ellipsoidal samples such as pollen spores, Chlamydomonas, and

Fig. 3. (a) Planar waveguide integrated on-chip to create a light sheet directly on the sample. (b) Optofluidic lens integrated on-chip to focus a
light sheet at the center of a fluidic channel, where multiple samples are automatically scanned and reconstructed in 3D. (c) Working principle of
single-beam interferometry. (a) Reproduced with permission [64], Copyright 2014, Royal Society of Chemistry. (b) Reproduced with permission
[65], Copyright 2016, Royal Society of Chemistry. (c) Reproduced with permission [69], Copyright 2017, Nature Publishing Group.
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Giardia lamblia trophozoites and cysts were successfully imaged
at a resolution of 800 nm [16,74].

In 2010, a new derivative was proposed where multiframe
super-resolution algorithms were employed in a new OFM
scheme to capture and reconstruct high-resolution images [75].
By rearranging a sequence of 40–50 low-resolution raw images
into a high-resolution matrix, the translation characters (e.g., mo-
tion vectors) of a specimen in a laminar flow would be determined
and substituted into the imaging algorithm, thus allowing one to
retrieve images of the sample flowing under a low-speed pressure-
driven condition. Referred to as the sub-pixel resolving OFM, this
novel OFM technique does not require a metal mask and sub-
micrometer apertures, and achieves a higher acquisition rate than
the aperture-based OFM, with a maximum frame rate of
75,000 frames/s at an FOV of 50 mm [Fig. 4(c)] [71].
Additionally, a Fresnel zone plate (FZP) provides another varia-
tion of the OFM. FZP arrays act as high-NA microscope objec-
tive lenses and focus illumination light into a nanoscale [Fig. 4(d)]
[76]. Compared with aperture-based OFM, which requires plac-
ing metal-coated CMOS adjacent to the biological sample, the
FZP scheme enables reusing the image sensor after each test and
enhances sensitivity by isolating heat transfer. A new compact,
field-portable, lens-free microscope prototype, namely, MISHELF
(multi-illumination single-holographic-exposure lensless Fresnel),
was proposed in 2017 [shown in Fig. 4(e)] [77]. Such a device
uses RGB lasers as three illumination sources, which are
focused into a set of three slightly laterally and axially shifted
point sources below the sample. The resulting multiplexed
Fresnel patterns are extracted and fused based on a convergence
algorithm for twin image minimization and noise reduction.

2. Lens-Free Tomographic Microscope
A highly compact and portable tomographic microscopy system
pioneered by Ozcan’s group was reported in 2011 [78].

In a typical lens-free on-chip microscope, a semi-transparent
sample is sandwiched between a partially coherent light source
(distance Z 1 > 2–3 cm) and an image sensor (distance
Z 2 < 1 mm), casting an in-line hologram [Fig. 5(a)]. Single
perspective holography provides individual 3D sectioning in-
formation, and a whole tomographic reconstruction is feasible
while using illumination from different angles to capture a
sequence of holograms of the same object. Moreover, fiber-
coupled light-emitting diodes (LEDs) working as light sources
can be individually controlled to create holograms of objects on
a CMOS sensor, as shown in Fig. 5(b). The recorded lens-free
holograms are used to generate transmission images with res-
olution better than 1 μm over an FOV of 24 mm, i.e., ∼50
times larger than that with a conventional microscope with sim-
ilar resolution [79].

Color imaging is vital in many biomedical applications since
it provides additional information and contrast of the sample.
However, the coherent illumination of the lens-free tomographic
microscope requires monochromatic light, resulting in mono-
chrome images. A pseudo-colored scheme was demonstrated
in 2014 by using a computational method to digitally colorize
human carcinoma cells according to statistical intensity mapping;
the results obtained were comparable to those with a traditional
lens-based color microscope [80]. Multiple holograms generated
at different illumination wavelengths are also utilized to synthe-
size a color image (e.g., RGB space), although accompanied by
undesirable “rainbow” artifacts and triple data acquisition time
[81]. A modification called the YUVmethod can be used to aver-
age the color information in lower resolution in the UV channels
and then convert it to the RGB space, thereby mitigating the
“rainbow” artifacts. Meanwhile, the Y channel represents bright-
ness information in pixel super-resolution, and is merged with
the UV channels into a finalized image [Figs. 5(c)–5(e)] [82].

Fig. 4. Examples of an OFM. (a) Schematic of an OFM device (top view). The OFM apertures (white circles) are defined on a 2D CMOS image
sensor (light gray dashed grid) coated with Al (gray) and span across the whole microfluidic channel (blue lines). (b) Upright operation mode of the OFM
device. (c) Low-resolution sequence of a single RBC to a high-resolution image. (d) Schematics of an FZP-based fluorescence optofluidic microscope.
A sample flows in the microfluidic channel on top of the image sensor. The FZP array creates an array of foci inside the channel. (e) Layout for
MISHELF microscopy with detuned illumination/detection using IRRB/RGB multiplexing. (a), (b) Reproduced with permission [16], Copyright
2008, National Academy of Sciences of the USA. (c) Reproduced with permission [71], Copyright 2011, PLOS. (d) Reproduced with permission
[76], Copyright 2011, Royal Society of Chemistry. (e) Reproduced with permission [77], Copyright 2017, Nature Publishing Group.
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More recently, Zhang et al. presented a multiplexed hologram by
using three illumination wavelengths simultaneously to generate
chromatic high-resolution images on a smartphone [83].

Utilizing tomographic imaging is challenging when a sample
is transported in a continuous flow, given that it requires a com-
plex setup to rotate the sample/light source and examine the
sample in multiple directions. Ferraro’s group first demon-
strated a continuous-flow cytotomography on an optofluidic
platform. As presented in Fig. 5(f ), by exploiting cell tumbling
behavior using fluidic dynamics [84], different angular posi-
tions of the cells are recorded while they are rolling in a micro-
fluidic channel. Such an acquired hologram is transformed to
reconstruct the complex wavefield (both amplitude and phase)
diffracted by the cells from every single coordinate [85]. This
approach allows cytotomography and complete morphologic
study via self-rotation of cells at a speed of hundreds of cells
per minute, without requiring any mechanical/optoelectronic

control. Such a format greatly reduces the complexity of the
experimental setup, showing possibilities of a higher level of
integration between optofluidics and lens-free tomography for
morphology study and further disease diagnosis.

4. AUXILIARY MODULES OF AN OPTOFLUIDIC
IMAGING SYSTEM

Regarding applications of bio-imaging, one must realize that it
concerns not only biology and fluid deployment and optical
microscopy interrogation, but also image acquisition methods
and processing algorithms. In general, there are two technical knots
that tie up current optofluidic imaging applications: (1) nanoscale
on-chip manipulation of bio-samples and (2) fast data acquisition/
processing rate. The former represents sample-handling methods,
showing whether the imaged object could be shrunk down to the
subcellular level, whereas the latter normally determines the

Fig. 5. Different lens-free tomographic microscopes. (a) Schematic of a tomographic microscope device integrated with a shifting aperture. (b) An
array of static light sources, e.g., fiber-coupled LEDs are used to create lens-free holograms. (c) “Rainbow” artifact in the reconstructed holograms.
(d) Result of the YUV colorization method. (e) An image of the same sample with a 20× objective (NA � 0.5) microscope. (f ) Schematic of
tomographic phase microscopy. Cell tumbling behavior in a microfluidic channel is used to analyze the holograms. (a) Reproduced with permission
[78], Copyright 2011, Optical Society of America. (b) Reproduced with permission [79], Copyright 2011, Royal Society of Chemistry.
(c)–(e) Reproduced with permission [82], Copyright 2013, Optical Society of America. (f ) Reproduced with permission [85], Copyright
2017, Nature Publishing Group.
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throughput and data details obtained from an imaging system.
In a fully integrated system, optofluidic components and imaging
methods (mentioned in Sections 2 and 3) comprise the core mod-
ule, whereas on-chip sample manipulation and data acquisition/
processing methods constitute the auxiliary modules. In this
section, we will briefly describe the auxiliary modules and their
challenges in next-generation optofluidic imaging technologies.

Biologists today are eager to establish a map of biomolecular
interactions inside our body. Although current bio-imaging stud-
ies are mostly established on a population of interest, rather than
studies on individual biomolecules, imaging on a single-molecule
basis can provide us with information on morphology statistics
and physicochemical properties, as well as molecular dynamics.
However, collecting nanometer-size target molecules from a com-
plex sample (e.g., serum) is highly challenging. Besides, the need
to position, focus on, and image each individual molecule actually
hampers imaging in practice. Optical methods for sample
manipulation, such as optical stretcher and optical tweezer, are
mature techniques, which can realize on-chip cell sorting, trap-
ping, and even 3D rotation [86,87]. However, when the imaging
features (e.g., extracellular vesicles, proteins) are in the nanometer
range, optical methods are no longer able to manipulate them
in the solution. Although some novel optofluidic designs have
achieved separating sub-100 nm gold particles [88], it remains
impossible to differentiate biomolecules from a medium, since
the interaction between the biomolecules and the external field
(e.g., optical/electrophoretic/acoustical) is too weak and could be
buried in background noise. New techniques on sample handling
have been published. Wunsch et al., for instance, utilized nano
deterministic lateral displacement pillar arrays to perform on-chip
sorting and quantification of exosomes down to 20 nm [89].

Han’s group presented nanofilter arrays synergized with an electric
field to separate protein aggregates [90]. These studies with struc-
tural confinement are inspiring and will possibly benefit future
on-chip nanoscale sample sorting and manipulation, to differen-
tiate specific biomolecules for further imaging operations.

To illustrate data acquisition/processing methods, on should
note the concept of “data momentum,” i.e., a figure of merit
defined as an outcome of the measured information content
(“data mass”) and the throughput of the measurement (“data
velocity”). Often as researchers desire more comprehensive mea-
surement content (“mass”) in a single shot, it comes at the cost of
a lower throughput (“velocity”) [91]. One of the most exciting
innovations in ultrafast imaging, namely, optical time-stretch im-
aging, has been proven to enable continuous operation at a time
resolution (time per frame) of a sub-microsecond [92] or even a
sub-nanosecond [93], which exceeds that of any classical imaging
systems. Utilizing this method with microfluidic systems also
shows intriguing compatibilities [94,95]. The core concept of
optical time-stretch imaging is to retrieve spatial information
from the “time-stretch” spectrum in the one-dimensional (1D)
temporal data stream. The entire process involves two mapping
steps: frequency-to-space encoding and frequency-to-time de-
coding, as illustrated in Fig. 6(a). The whole spatial coordinates
can be decomposed from multiple frequency components after
an optical disperser (e.g., a diffraction grating or a prism), result-
ing in one-to-one frequency-to-space mapping. Thus, the total
spectral bandwidth of the laser pulse determines the imaging
FOV. The spatial encoded spectrum is temporally stretched into
a 1D temporal data stream, namely, a process known as disper-
sive Fourier transformation. This process extensively reduces the
data storage size and achieves real-time digitalization in a single

Fig. 6. (a) Schematics of optofluidic time-stretch imaging. (b) Microfluidic channel design used for time-stretch imaging, which relies on an
inertial focusing scheme to constrain the position of flowing cells into a straight stream in the imaging region. (c) White blood cell and stained MCF7
cell images captured with CCD, CMOS, and time-stretch cameras. The scale bars represent 10 μm. (a), (b) Reproduced with permission [91],
Copyright 2016, Royal Society of Chemistry. (c) Reproduced with permission [95], Copyright 2012, National Academy of Sciences of the USA.
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pulse, allowing continuous broadband spectral retrieval by sim-
ply using a high-speed photodetector and a digitizer [91]. Given
its ability in ultrafast imaging, the optical time-stretch method
was recently employed in an optofluidic platform for single-cell
imaging. Using a serpentine microfluidic channel configuration,
imaging of cancer cells and blood cells was realized at a high flow
speed of ∼10 m∕s, showing intriguing compatibility in an op-
tofluidic system and a conventional microscope setup [Fig. 6(b)].
Nevertheless, high-speed CMOS/CCD cameras still suffer from
image blurring due to the motion of the sample while capturing
ultrafast subjects with high resolution [Fig. 6(c)] [95].Wong et al.
demonstrated the use of asymmetric-detection time-stretch
optical microscopy in cell counting, presenting a data rate of
up to ∼100, 000 cells∕s, which is faster than that of any other
existing flow cytometer [96]. Another morphological analysis
method, which was proposed by Ugawa et al., achieved a reso-
lution of 780 nm with a throughput of 10,000 particles per
second, better than those of previous imaging-based particle
analyzers [97]. To further explore the capability of time-stretch
imaging techniques for optofluidic analysis, multimodalities to
identify molecular signatures and search for underexploited
biophysical parameters are the obvious trends.

5. CONCLUSION

We hope this review has made it clear that the integration of
optical elements with microfluidic platforms can advantageously
contribute to bio-imaging applications and that such integration
is key to improvement of the performance of an optical imaging
system, including its resolution and throughput. To help the
broad audience construct their comprehension of optofluidic
imaging, we first reviewed the basic composition of an optoflui-
dic system, focusing on four classes of components, namely, op-
tofluidic lasers, prisms, switches, and lenses. These elements have
shown great potential in various on-chip optical processes but
several challenges need to be addressed—for example, disturb-
ance of optical properties due to instability of the liquid medium,
difficulty of flow control, and similar refractive indices of the
liquid and most structural materials of microfluidic systems.

We consecutively discussed the imaging methods used for
optofluidic bio-imaging applications in two major schemes,
namely, lens-based and lens-free imaging. A lens-based system
is generally diffraction-limited, and high resolution comes with
a small FOV. Different groups have proposed using LSFM to
overcome the difficulties mentioned above. On the other hand,
by abandoning the lens components, lens-free imaging systems
can achieve a large FOV and non-diffraction-limited resolu-
tion, and show greater flexibility on an integration format.
Considering the booming point-of-care and in vitro diagnosis
industries, lens-free optofluidic imaging systems are very pro-
mising to incorporate with advanced consumer electronics and
revolutionize today’s medical and clinical systems.

Nowadays, there is a significant demand for high-resolution
and high-throughput imaging techniques to reveal molecular
dynamics and intracellular communications. In an integrated
optofluidic imaging system, not only are optofluidic compo-
nents and imaging methods necessary, but on-chip manipula-
tion of nanometer-size biological samples and advanced data
acquisition/processing methods also play important roles.

New techniques for sample handling were discussed, followed
by introduction of recent fast data acquisition methods—for
example, time-stretch optical microscopy, which can achieve
ultrafast single-cell imaging, and was also employed in optoflui-
dic platforms.

Summarizing, we believe that the integration of optical com-
ponents with microfluidic systems presents key advantages for
many large-scale biological studies at the individual cell and
molecule levels, and is of benefit to automated sample screening
and imaging.Overall, optofluidic technologies have largely dem-
onstrated potential to dramatically improve many aspects of
biological research by providing superior performance when
compared with classical protocols. Looking forward to the forth-
coming decade, we are convinced that technical emergences in
the aspect of optofluidic bio-imaging would be displayed at
multiple levels: (1) nanoscale molecular imaging in leading-edge
studies ofmicrovesicles, protein expression, andDNAdecoding;
(2) improved degree of integration for bioassays, specifically
combining consumer electronics in point-of-care applications;
and (3) ultrafast imaging in molecular screening and analysis
in a clinical concern. The ongoing transition of bio-imaging
applications from an observation-based discipline to a mecha-
nism-based science suggests that systems capable of imaging
samples with high resolution and high data acquisition speed
in a well-defined spatiotemporal manner will become invaluable
tools. Optofluidic imaging techniques will play a prominent role
in this endeavor. We hope that this review will serve as a com-
pilation to outline the developing route in optofluidic imaging
and present its potent role in biology/medicine/pathology
studies in the future.
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